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Abstract— We propose a demo of DANTE1, an unstructured
peer-to-peer network with self-adapting capabilities. DANTE is
able to adapt its topology to the traffic on the network. The
adaptation mechanism drives the system to an optimal topology
when the network is under very high or very low load conditions.
We have developed both a simulator of DANTE and a graphical
application that allows to see the network topology evolution. The
goal of this demo is to introduce the fundamentals of DANTE,
and use our software to show it at work.

I. I NTRODUCTION

Peer-to-peer (P2P) systems have obtained great popularity
during the last few years. The basic idea of P2P systems is that
all peers are, at the same time, clients and servers, that is, they
offer resources to other nodes and use resources from other
nodes. P2P systems represent a new and powerful paradigm
that differs from the traditional client-server architecture where
each participant has a specific role. This paradigm has brought
the necessity for novel solutions to deal with some of its limi-
tations. More specifically, the research community has devoted
many efforts to develop new and efficient techniques for the
location of resources. Traditional location solutions, like using
a centralized directory (Napster) or flooding (Gnutella), have
shown serious drawbacks: vulnerability, lack of scalability, etc.
Trying to solve those problems, researchers have proposed
new searching mechanisms, like random walks or structured
networks.

Our system, DANTE is an unstructured system that com-
bines resource searching by random walks with a self-adapting
topology mechanism. Networks where nodes change their
connections, and hence the overlay topology, to adapt to
changes on network conditions (such as traffic load) are said
to have aDynamic Adaptable Network Topology. In DANTE,
the goal is to make the network topology to evolve between
a star-like and a random-like one as the load on the network
varies. Previous results [1] show that these are the optimal
configurations for very low and very high loads.

The topology adaptation mechanism proposed here is in-
spired on [2]. The adaptation is performed by the nodes, that
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periodically run a certain algorithm (the same for all of them)
that dictates how they must change their connections. This
algorithm uses local knowledge. Then, neither a central system
nor global knowledge is needed, making DANTE suitable to
be implemented in real world peer-to-peer networks.

DANTE is not the first system that combines random walks
and dynamic topologies, there are previous proposals like
Gia [3] or the work of Lv.et al [4]. Nonetheless, DANTE
is the first system that uses Guimerà results about optimal
topologies, and solves all the problems to apply them to
P2P systems. Besides, it uses a overall simpler reconnection
mechanism than those described in [3] and [4].

II. DYNAMIC ADAPTABLE NETWORK OVERLAYS

It is well known that the performance of random walks
is highly dependent on the overlay structure of the system
[5], [6]. The approach traditionally taken in the literature to
model this begins by assuming that nodes know their own
resources plus the ones held by their immediate neighbors. In
this case, if some peer becomes a central node (all participants
are connected to it) it will know all the resources present in the
whole system and will be able to correctly answer all queries.
In a star-like topology a few nodes become central and all
nodes in the system are connected only to them. Hence, all
searches are solved with at most one hop.

With this argument we understand that, in a non congested
scenario, the optimal topology is a highly polarized star-like
structure, as is stated by Guimerà [1]. However, this situation is
inefficient if congestion considerations become relevant, since
the central node may become overloaded. This is supported
by the results in [7], where it is shown that high-degree
nodes (those having most connections) support most of the
shared load. Guimerà shows that the optimal network topology
is a homogeneous-isotropic one in the presence of severe
congestion.

DANTE implements a reconnection technique that adapts
the overlay network topology to the load on the system. The
resulting topology tends to a star-like when congestion is
small and to a random-like when congestion is large. For



intermediate loads, some peers become hubs, that is, nodes that
have much more connections than the average degree on the
P2P system. Hubs have a wide knowledge about the network
contents, but are not central (not all nodes are connected to
them), for this reason, they allow solving queries in few hops
without becoming as congested as central nodes.

III. DANTE R ECONNECTION MECHANISM

In DANTE each node can establish connections to other
nodes. We say that a connection isnative for the establishing
node andforeign for the accepting node. Nodes can change
their native connections, but not their foreign ones.

The number of native connections of each node is fixed.
Nodes periodically run areconnection mechanismthat, using a
particular algorithm, changes this connections. The algorithm
used to choose which peers each node connects to is based
on anattachment kernelΠi, which determines the probability
of a particular node to be connected/rewired to nodei. The
proposed kernel has the form

Πi ∝ kγi

i (1)

whereki denotes the number of links of nodei and

γi =

{
2 if i is not congested

0 otherwise
(2)

If some node receives more queries that it can process, we
say that node iscollapsedor congested. The algorithm tries
to make well connected nodes more attractive, so connections
will tend to point to those peers as they know more about the
network. But if some node gets collapsed, then it stops being
attractive, and neighbors will disconnect from it quickly.

The rationale behind Equations 1 and 2 is explained as
follows. First, remark that we assume that each node knows
its resources and the resources of its one-hop neighbors. We
note that by taking a value ofγi = 0 for all nodes, we obtain
a random-like topology (intuitively, all nodes have the same
probability of being chosen for a new connection [8]); in turn,
if the value ofγi is strictly greater than 1, we obtain a star-like
(the more connections one node has, the more likely it will
be chosen by other nodes, finally building a star-like topology
[8]). Consequently, in [2] is established that the value ofγi will
be either 2 if the node is not collapsed and0 otherwise. Thus,
the network will evolve towards a random-like topology when
the nodes become collapsed, or towards a star-like topology
otherwise. It is easy to realize that the value ofγi for not
collapsed nodes has a strong impact on the way topology
evolves.

To compute congestion, each node keeps track of the time
to process queries received during the last period. Letµi be
the processing rate of nodei, and λi the number of queries
processed by it during the last minute. Then we say that:

if λi ≥ µi ⇒ i is congested (3)

The algorithm implemented by thereconnection mechanism
can be summarized in the following steps (assuming node has
n nativeconnections):

Fig. 1. Simulation software modules

1) Get list of candidatesC.
2) For each candidatei in C, computeΠi.
3) Assign to each candidatei ∈ C a probabilitypi, where

pi is computed as:

pi =
Πi∑

j∈C Πj
(4)

4) Choosen peers from list of candidates. Candidatei is
chosen with probabilitypi.

5) Disconnect presentnativeconnections and redirect them
to the chosen candidates.

A. Candidates search

To gather the set of candidates required by thereconnection
mechanismDANTE uses a special message that follows a
random walk. When its TTL expires, the list of traversed peers
is sent to the origin node.

IV. SIMULATION SOFTWARE

Our simulation software is implemented in Java. Its structure
is depicted on Figure 1.

The main functionality is implemented by theDANTE logic
simulator module. It contains the nodes in the system and
the triggerers that start processes such as reconnections or
searches for resources. It uses aNetwork simulation library
that provides basic network concepts such as node and link.
Both components use aDiscrete events simulation library.

The Network events forwarderstarts the simulation, and
listens for network events such as the connection of two nodes,
etc. It forwards the events to theVisualization component. This
component shows the network topology in a graphical window,
see Figures 2 and 3.

In Figure 2 we can see an example of an execution of
DANTE, with high capacity nodes and low load on the
network. The topology has evolved to a centered topology
(starting from a random-like one). With other configurations
DANTE evolves differently. Greater load and nodes of less ca-
pacity would make the network keep a random-like topology,
like in Figure 3.



Fig. 2. Example of simulator execution, low load

A. Simulations parameters

Simulations are tuned using several parameters. The most
important are the nodes capacities and the system load.

Each nodei capacity is set by two values:processing power
Ci and bandwidthBWi. Ci is used to compute how much
virtual time it takes to process each resource search,res/Ci,
whereres is the number of resources checked for that search.
On the other hand,BWi determines how much it takes to
send a message. Both values are used to computeµi (see
equation 3).

The system load is set by thetime between searchsparam-
eter. Each node periodically performs a new resource search,
with a period that is computed as the inverse of that parameter.
Resources to look for are chosen at random using an uniform
distribution. Each resource is held by only one node.

V. DEMO

In this demo, we first would make a brief introduction
to DANTE’s basic ideas, explaining the fundamentals of the
reconnection mechanism. Then, we would use the software
described above to run some executions of DANTE to show
how DANTE topology adapts as intended.

VI. CONCLUSIONS

This demo aims to show DANTE ideas at work. DANTE
nodes run a reconnection mechanism that makes the overlay
topology evolve to an optimal configuration, without the need
of global knowledge or a central coordinator. We think this in
a novel approach that attendants can find interesting.

VII. D EMO REQUIREMENTS

This demo does not need any special setup. Only space for
one laptop and one monitor.

Fig. 3. Example of simulator execution, high load
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